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Ementa

Estudo tedrico e avangado do Processamento de Linguagem Natural (PLN) e da Recuperagao
de Informacao (RI) sob os principios da inteligéncia, responsabilidade e sustentabilidade.
A disciplina cobre fundamentos linguisticos, estatisticos e computacionais do PLN,
apresentando modelos classicos e modernos baseados em aprendizado profundo.

Aborda criticamente a “Lei do Mais” e os impactos energéticos e éticos dos Grandes Modelos
de Linguagem (GMLs), discutindo técnicas de otimizagao, compressao e adaptacao voltadas a
eficiéncia e sustentabilidade.

Enfatiza também as dimensdes éticas, sociais e regulatérias da Inteligéncia Artificial,
promovendo uma visao integrada entre desempenho técnico, responsabilidade social e
sustentabilidade ambiental.

Objetivos

Geral:

Capacitar o aluno a compreender e analisar criticamente as técnicas modernas de PLN e Rl
sob uma perspectiva de eficiéncia técnica, ética e sustentabilidade ambiental, articulando os
fundamentos cientificos com as dimensdes sociais da IA.

Especificos:



1. Compreender os fundamentos linguisticos, estatisticos e computacionais do PLN e da
RI.

2. Dominar o funcionamento de modelos baseados em aprendizado profundo e
arquiteturas Transformer.

3. Discutir técnicas de otimizagdo, compressao e adaptacdo de modelos de linguagem.

4. Avaliar, de forma quantitativa, o custo-beneficio, a eficiéncia e o impacto ambiental de
modelos de |A.

5. Refletir criticamente sobre aspectos éticos, sociais e regulatérios associados ao uso de
IA em linguagem natural.

6. Integrar principios de responsabilidade e sustentabilidade ao desenvolvimento e
avaliacao de solucdes baseadas em PLN.

Conteudo Programatico
1. Fundamentos de PLN e Representagao de Texto

e Introducdo ao PLN e seus desafios linguisticos e computacionais.

e Representacdes classicas e distribuidas: Bag-of-Words, TF-IDF, embeddings
(Word2Vec, GloVe, FastText).

e Modelagem de linguagem e arquiteturas Transformer.

e Tarefas centrais: classificacdo, sumarizacao, analise de sentimentos e
perguntas-e-respostas.

2. Métodos Quantitativos e Experimentagao em Ciéncia da Computagao

e Planejamento experimental e avaliagdo de desempenho.
e Métricas quantitativas: preciséo, recall, F1, AUC, perplexidade.
e Testes estatisticos e analise de significancia.

e Medicdo de custo computacional e impacto energético.



3. Fundamentos de Recuperacao de Informacgao (RI)

e Modelos classicos: Booleano, Vetorial e Probabilistico (BM25).
e Indexacao, ranking e medidas de similaridade.
e Avaliacao de sistemas de Rl (MAP, NDCG, precisado, revocagao).

e Integracdo RI-PLN: RAG (Retrieval-Augmented Generation) e reranking.

4. Modelos de Linguagem e Aprendizado Profundo

e Arquiteturas Transformer: BERT, RoBERTa, GPT, LLaMA, Mistral.
e Estratégias de aprendizado: supervisionado, zero-shot, few-shot e in-context.
e Transferéncia de conhecimento e multitask learning.

e Trade-offs entre desempenho, interpretabilidade e custo energético.

5. Técnicas de Otimizacao e Adaptagao

e Aprendizado ativo (Active Learning) e human-in-the-loop.

Poda de modelos (Pruning): redugao de complexidade e parametros.

e Destilagédo de conhecimento (Knowledge Distillation): transferéncia entre modelos.
e Quantizacdo: aceleragao e redugao de consumo.

e Métodos LoRA e QLoRA: ajuste-fino eficiente de LLMs.

e Comparativos tedricos de custo-beneficio e sustentabilidade.

6. Engenharia de Dados e Selegao de Instancias

e Curadoria e pré-processamento de dados textuais.
e Selecao de instancias e reducao de datasets (E2SC, biO-IS).

e Estratégias de balanceamento e eliminagdo de ruidos.



e Impacto tedrico sobre custo, eficiéncia e representatividade.

7. Eficiéncia Computacional e Sustentabilidade em IA

e A “Lei do Mais” e seus limites.
e Modelagem de custo energético e emissdes de CO..
e Estratégias conceituais para IA verde e acessivel.

e Impactos sociais e ambientais em larga escala.

8. Etica, Responsabilidade e Governanga da IA

e Fundamentos éticos e filoséficos da IA.

e Viés algoritmico, justica e inclusao social.

e Privacidade, direitos autorais e uso responsavel de dados.

e Explicabilidade, transparéncia e accountability.

e Governancga e regulamentacdo: OCDE, UE Al Act e diretrizes brasileiras.

e Perspectivas para uma IA responsavel e sustentavel.

Metodologia

Aulas tedricas expositivas e dialogadas, com leituras dirigidas e discussdes de artigos
cientificos.

A disciplina enfatiza a analise conceitual e critica de métodos, arquiteturas e abordagens
contemporaneas em PLN, ética e sustentabilidade computacional.

Avaliagao

e Prova teérica — 30%
Avaliacao escrita individual sobre os fundamentos técnicos e conceituais da disciplina.



e Seminario critico — 20%
Apresentacao e discussao de artigo cientifico sobre ética, eficiéncia ou sustentabilidade
em IA.

e Projeto final — 50%
Elaboracdo de ensaio ou proposta teérica de aplicagao de PLN responsavel e
sustentavel, incluindo analise quantitativa e reflexao ética.
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